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Chapter 1.
Abstract

CITATION

U.S. Census Bureau, 2000 Census of Population and Housing, Public Use Microdata Sample, United
States: Technical Documentation, 2003.

TYPE OF FILE

Microdata

SUBJECT CONTENT

Public Use Microdata Sample (PUMS) files contain records representing 5-percent or 1-percent
samples of the occupied and vacant housing units in the U.S. and the people in the occupied
units. Group quarters people also are included. The file contains individual weights for each per-
son and housing unit, which when applied to the individual records, expand the sample to the rel-
evant total. Please see Chapter 6 - Data Dictionary for a complete list of the variables and

recodes.

Some of the items included on the housing record are: acreage; agricultural sales; allocation flags
for housing items; bedrooms; condominium fee; contract rent; cost of utilities; family income in
1999; family, subfamily, and relationship recodes; farm residence; fire, hazard, and flood insur-
ance; fuels used; gross rent; heating fuel; household income in 1999; household type; housing
unit weight; kitchen facilities; linguistic isolation; meals included in rent; mobile home costs;
mortgage payment; mortgage status; plumbing facilities; presence and age of own children; pres-
ence of subfamilies in household; real estate taxes; rooms; selected monthly owner costs; size of
building (units in structure); state code; telephone service; tenure; vacancy status; value (of hous-
ing unit); vehicles available; year householder moved into unit; and year structure built.

Some of the items included on the person record are: ability to speak English; age; allocation flags
for population items; ancestry; citizenship; class of worker; disability status; earnings in 1999;
educational attainment; grandparents as caregivers; Hispanic origin; hours worked; income in
1999 by type; industry; language spoken at home; marital status; means of transportation to
work; migration Public Use Microdata Area (PUMA); migration state; mobility status; veteran
period of service; years of military service; occupation; person’s weight; personal care limitation;
place of birth; place of work PUMA; place of work state; poverty status in 1999; race; relationship;
school enrollment and type of school; time of departure for work; travel time to work; vehicle
occupancy; weeks worked in 1999; work limitation status; work status in 1999; and year of entry.

GEOGRAPHIC CONTENT

The Public Use Microdata Sample (PUMS) files contain geographic units known as super-Public Use
Microdata Areas (super-PUMASs) and Public Use Microdata Areas (PUMASs). To maintain the confiden-
tiality of the PUMS data, minimum population thresholds are set for PUMAs and super-PUMAs. For
the 1-percent state-level files, the super-PUMAs contain a minimum population of 400,000 and are
composed of a PUMA or a group of contiguous PUMAs delineated on the 5-percent state-level
PUMS files. Super-PUMAs are a new geographic entity for Census 2000. The 5-percent state-level
files contain PUMAs, each having a minimum population of 100,000; the 5-percent files also will
show corresponding super-PUMAs codes. Each state is separately identified and may be comprised
of one or more super-PUMAs or PUMAs. Large metropolitan areas may be subdivided into super-
PUMAs and PUMAs. PUMAs and super-PUMAs do not cross state lines. Super-PUMAs and PUMAs
also are defined for place of residence on April 1, 1995 and place of work.
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USER UPDATES

The section on User Updates informs data users about corrections, errata, and related explanatory
information. However, sometimes this information becomes available too late to be reflected in
this related documentation. The most up-to-date compilation of Census 2000 user updates is
available on the Census Bureau’s Internet site at www.census.gov/main/www/cen2000.html.
Users also can register to receive user updates by e-mail by contacting Customer Services Center,
Marketing Services Office, U.S. Census Bureau on 301-763-INFO (4636) (webmaster@census.gov).

FILE ORDERING

For ordering and pricing information, access the online catalog at the Census Bureau’s Internet
site (www.census.gov) or contact the Census Bureau’s Customer Services Center (301-763-INFO).
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Chapter 2.
Introduction. ..~~~

OVERVIEW

Public use microdata sample files are ASCII files which contain individual records of the character-
istics for a sample of people and housing units. Information which could identify a household or
an individual is excluded in order to protect the confidentiality of respondents. Within the limits of
the sample size, the geographic detail, and the confidentiality protection, these files allow users
to prepare virtually any tabulation they require.

WHAT ARE MICRODATA?

Microdata are the individual records which contain information collected about each person and
housing unit. They include the census basic record types, computerized versions of the question-
naires collected from households, as coded and edited during census processing. The Census
Bureau uses these confidential microdata in order to produce the summary data that go into the
various reports, summary files, and special tabulations. Public use microdata samples are extracts
from the confidential microdata taken in a manner that avoids disclosure of information about
households or individuals. For Census 2000, the microdata are only available to the public
through the Public Use Microdata Sample (PUMS) products.

PROTECTING CONFIDENTIAL INFORMATION

All data released (in print or electronic media) by the Census Bureau are subject to strict confiden-
tiality measures imposed by the legislation under which our data are collected: Title 13, U.S. Code.
Responses to the questionnaire can be used only for statistical purposes, and Census Bureau
employees are sworn to protect respondents’ identities.

Because of the rapid advances in computer technology since 1990 and the increased accessibility
of census data to the user community, the Census Bureau has had to adopt more stringent mea-
sures to protect the confidentiality of public use microdata through enhanced disclosure limitation
techniques. At the same time, the Census Bureau recognizes the data user’s need for characteris-
tic detail and geographic specificity. Hence, there are two sets of files: one that provides a fuller
range of detailed characteristics (the 1-percent files) and one that provides greater geographic
detail but less characteristic detail (the 5-percent files).

Confidentiality is protected, in part, by the use of the following processes: data-swapping, topcod-
ing of selected variables, geographic population thresholds, age perturbation for large house-
holds, and reduced detail on some categorical variables.
Data swapping is a method of disclosure limitation designed to protect confidentiality in
tables of frequency data (the number or percent of the population with certain characteris-
tics). Data swapping is done by editing the source data or exchanging records for a sample
of cases. Swapping is applied to individual records and, therefore, also protects microdata.
Top-coding is a method of disclosure limitation in which all cases in or above a certain per-
centage of the distribution are placed into a single category.
Geographic population thresholds prohibit the disclosure of data for individuals or housing
units for geographic units with population counts below a specified level.
Age perturbation, that is, modifying the age of household members, is required for
large households (households containing ten people or more) due to concerns about
confidentiality.
Detail for categorical variables is collapsed if the number of occurrences in each category
does not meet a specified national minimum threshold.
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1-Percent Files

The 1-percent files give users the maximum amount of social, economic, and housing information
available. There is no national minimum threshold for the identification of variable categories,
with the exceptions of a national minimum population of 8,000 for race and Hispanic origin. The
goal of these files is to provide a similar level of detail as was available in the 1990 PUMS files
(and, in some cases, more detail).

In order to provide the level of characteristic detail for the 1-percent files described above, the
minimum geographic population threshold needed to be raised above 100,000 (the PUMA mini-
mum). A new geographic entity was created—the super-PUMA. Super-PUMAs have a minimum
population of 400,000 and are composed of a PUMA or PUMAs delineated on the 5-percent PUMS
files.! Each state will be identified, and any state with a population of 800,000 or greater can be
subdivided into two or more super-PUMAs.

5-Percent Files

To maintain confidentiality, while retaining as much characteristic detail as possible, a minimum
threshold of 10,000 nationally is set for the identification of variable categories within categorical
variables in the 5-percent PUMS files.

Each PUMA in the 5-percent files must meet a minimum population threshold of 100,000. The
minimum PUMA threshold was held at 100,000 by increasing the degree of variable collapsing as
described above. The 100,000 minimum population threshold—the threshold set for both the
1980 and 1990 PUMS files—permits greater historical comparability.

USES OF MICRODATA FILES

Public use microdata files essentially allow “do-it-yourself” special tabulations. The Census 2000
files furnish nearly all of the detail recorded on long-form questionnaires in the census, subject to
the limitations of sample size, geographic identification, and confidentiality protection. Users can
construct a wide variety of tabulations interrelating any desired set of variables. They have almost
the same freedom to manipulate the data that they would have if they had collected the data in
their own sample survey, yet these files offer the precision of census data collection techniques
and sample sizes larger than would be feasible in most independent sample surveys.

Microdata samples are useful to users who are doing research that does not require the identifica-
tion of specific small geographic areas or detailed crosstabulations for small populations. Micro-
data users frequently study relationships among census variables not shown in existing census
tabulations, or concentrate on the characteristics of specially defined populations.

SAMPLE DESIGN AND SIZE

Each microdata file is a stratified sample of the population which was created by subsampling the
full census sample (approximately 15.8 percent of all housing units) that received census long
form questionnaires. Initial sampling was done address-by-address in order to allow the study of
family relationships and housing unit characteristics for occupied and vacant units. Sampling of
people in institutions and other group quarters was done on a person-by-person basis.

There are two independently drawn samples, designated “5 percent” and “1 percent,” each featur-
ing a different geographic scheme. Nationwide, the Census 2000 5-percent sample provides the
user records for over 14 million people and over 5 million housing units. For the 1-percent
sample, there are records for over 2.8 million people and over 1 million housing units. Since pro-
cessing a smaller sample is less resource intensive, some users may want to produce extracts
using the subsample numbers provided in the housing record. The sample design is discussed
more thoroughly in Chapter 5. Sample Design and Estimation.

'The super-PUMAs will be identified in the 5-percent files as well.
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Like 1990, each file contains individual weights for both the housing units and the people. The
user can estimate the frequency of a particular characteristic for the entire population by sum-
ming the weight variables for records with that characteristic from the microdata file. A section of
Chapter 5 discusses the preparation and verification of estimates (see page 5-2) and Appendix |
provides control counts.

Reliability improves with increases in sample size, so the choice of sample size must represent a
balance between the level of precision desired and the resources available for working with micro-
data files. By using tables provided in Chapter 4 (see page 4-3), one can estimate the degree to
which sampling error will affect any specific estimate prepared from a microdata file of a particu-
lar sample size.

Many factors affect the user’s decision on which file to use. Users of microdata files for state or
Metropolitan Area (MA) estimates would normally use a 1-percent or 5-percent sample, while
users concerned only with national figures can frequently get by with a smaller sample, say a
0.1percent (one-in-a-thousand) sample. Although we do not provide a 0.1-percent file, we do pro-
vide subsample numbers which allow scientifically designed extracts of various sizes to be
drawn. Even national users may need a 1-percent or a 5-percent sample if extremely detailed tabu-
lations are desired, or if users are concerned with very small segments of the population, for
example, females 75 years old or over of Italian ancestry. One of the examples in Chapter 4 dis-
cusses the selection of the appropriate sample size for a particular study.

SUBJECT CONTENT

Microdata files contain the full range of population and housing information collected in Census
2000. These files allow users to study how characteristics are interrelated (for example, income
and educational attainment of husbands and wives).

Information for each housing unit in the sample appears on a 314-character record with geo-
graphic, household, and housing items, followed by a variable number of 314-character records
with person-level information, one record for each member of the household. Information for each
group quarters person in the sample appears on a 314-character pseudo housing unit record.
Items on the housing record are listed beginning on page 6-23; items on the person record are
listed beginning on page 6-42. Although the subjects are further defined in Appendix B of this
document, it is important to note that some items on the microdata file were modified in order to
provide protection for individual respondents.

The sample questionnaires were edited for completeness and consistency, and substitutions or
allocations were made for most missing data. Allocation flags appear interspersed throughout the
file indicating each item that has been allocated. Thus, a user desiring to tabulate only actually
observed values can eliminate variables with allocated values. Editing and allocation flags are dis-
cussed beginning on page 4-17.

GEOGRAPHIC CONTENT

The Census Bureau offered State Data Centers (SDCs) the opportunity to delineate, or coordinate
the delineation of, the super-PUMAs and the PUMAs. The SDCs (or their equivalents) in 48 states,
the District of Columbia, and Puerto Rico participated in the delineation program. The Florida and
Rhode Island SDCs did not participate; in these two states, the Census Bureau delineated the
super-PUMAs and the PUMAs.

Super-PUMAs are identified by a 5-digit code. The first two digits of each super-PUMA code within
a given state contain that state’s federal information processing standard (FIPS) code. A 5-digit
number, unique within state, identifies each PUMA; PUMA codes must be used in conjunction with
the 2-digit FIPS state codes.

Maps of super-PUMAs and PUMAs, as well as a geographic equivalency file, also are provided to
the user via File Transfer Protocol (FTP) and on CD-ROM/DVD.
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To maintain the confidentiality of the PUMS data, minimum population thresholds are set for
PUMASs and super-PUMAs. For the 1-percent state-level files, the super-PUMAs contain a minimum
population of 400,000 and are composed of a PUMA or a group of contiguous PUMAs delineated
on the 5-percent state-level PUMS files. Super-PUMAs are a new geographic entity for Census
2000. The 5-percent state-level files contain PUMAs, each having a minimum population of
100,000; the 5-percent files also will show corresponding super-PUMA codes. Each state is sepa-
rately identified and may be comprised of one or more super-PUMAs or PUMAs. Large metropoli-
tan areas may be subdivided into super-PUMAs and PUMAs. PUMAs and super-PUMAs do not cross
state lines.

In addition to super-PUMAs and PUMAs, there also are modified super-PUMAs and PUMAs for two
specific variables, place of residence on April 1, 1995 and place of work. The descriptions that
follow apply to PUMAs, as well as to super-PUMAs. Migration super-PUMAs and place of work
super-PUMAs are the geographic units that contain information on place of residence on April 1,
1995 and place of work, respectively. Outside of the six New England states (Maine, New Hamp-
shire, Vermont, Massachusetts, Rhode Island, and Connecticut), migration super-PUMAs and place
of work super-PUMAs are defined only to the whole county (or county equivalent) or groups of
counties. In some instances, place of work super-PUMAs are defined to places. In the six New
England states, migration super-PUMAs and place of work super-PUMAs are defined to minor civil
divisions (MCDs) or groups of MCDs. Appendix K illustrates the relationship between migration
super-PUMAs (MIGPUMAT) and super-PUMAs (PUMAT) and Appendix L illustrates the relationship
between place of work super-PUMAs (POWPUMAT1) and super-PUMAs (PUMAT).

CORRESPONDING MICRODATA FROM EARLIER CENSUSES

PUMS files exist for the 1960, 1970, 1980, and 1990 censuses. Samples from the 1960 through
1990 censuses employed a 1-percent sample size; the 5-percent sample has only been produced
since 1980. In 2000, all states met the minimum population threshold for the 1-percent files so a
separate file was produced for each state. Very little comparability exists between geographic
identifiers on each of the previous files, but housing and population characteristics are similar.
Because of this similarity, microdata files from the most recent censuses are a rich resource for
analysis of trends. Items which were added, dropped, or substantially changed between 1990 and
2000 are listed in Chapter 3. How to Use This File. Appendix B discusses historical comparability
of items in greater detail.
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Chapter 3.
How To Use This Fil

INTRODUCTION

This chapter serves as a guide for data users to both the data files and the technical documenta-
tion. Novice users trying to understand how to use the documentation and the file should read
this chapter first.

DATA FORMAT AND ACCESS TOOLS

The 2000 Public Use Microdata Sample (PUMS) data files are available in flat ASCII format. Users of
the DVD/CD-ROM may access the PUMS data in two ways: with software and without software.

= The DVD/CD-ROM with software is designed to perform basic cross tabulations of any desired
set of variables on the PUMS file.

= For the DVD/CD-ROM without software, users can utilize off-the-shelf standard statistical soft-
ware packages to manipulate the data. (Also, files are available for downloading via FTP from
the Census Bureau Web site.)

The 2000 PUMS are accompanied by electronic data dictionaries in a format that will allow the
user to read in ASCII characters and prepare statements transforming the variables and their cor-
responding descriptions and values to the proper statements required by the software package of
choice.

TECHNICAL DESCRIPTION

The 2000 PUMS file structure is hierarchical and contains two basic record types of 314 characters
each: the housing unit record and the person record. The PUMS files are released in this format
because of the tremendous amount of data contained in one record.

Each record has a unique identifier (serial number) that links the people in the housing unit to the
proper housing unit record. The inclusion of the serial number on both record types affords the
option of processing the data either sequentially or hierarchically. The file is sorted to maintain
the relationship between both record types, so that a user does not have to be concerned about
keeping the record sequence as the file was delivered. Each housing unit record is followed by a
variable number of person records, one for each occupant. Vacant housing units will have no per-
son record, and selected people in group quarters will have a pseudo housing record and a person
record. The only types of group quarters that are identified are institutional and noninstitutional.

A housing unit weight appears on the housing unit record and a person weight appears on the
person record. Weights allow users to produce estimates that closely approximate published data
in other products.

Geographic identifiers and subsample identifiers appear only on the housing unit record. Thus,
most tabulations of person characteristics require manipulation of both housing unit and person
records. The item “PERSONS” on the housing unit record indicates the exact number of person
records following before the next housing unit record. This feature allows a program to anticipate
what type of record will appear next, if necessary. Most statistical software packages are capable
of handling the data either hierarchically or sequentially. Many users may still want to create
extract files with household data repeated with each person’s record. All fields are numeric with
the following exceptions. (1) Record Type is either “H” or “P.” (2) The Standard Occupational Clas-
sification (SOC)-based code for occupation and the North American Industry Classification System
(NAICS)-based code for industry may have an “X” or “Y.”
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RECORD SEQUENCE

The files are released on a state-by-state basis. Records on these files are sorted by geographic
area within state. On the 5-percent sample, all households sampled within a particular Public Use
Microdata Area (PUMA) appear together. Super-PUMA is a new geographical entity that comprise
areas of at least 400,000 people. On the 1-percent sample, all households sampled within a par-
ticular super-PUMA appear together. On the 5-percent sample, PUMAs are sequenced in ascending
order within super-PUMA within state. Super-PUMAS are sequenced in ascending order within
state. In order to provide an extra measure of protection from disclosure of individual households
within each geographic area, we scramble the records to avoid any implication of geographic
information beyond that which meets Census Bureau disclosure rules for the 2000 PUMS.

The householder record always immediately follows the housing unit record for an occupied unit.
This feature simplifies tabulation of households or families by race of householder, ancestry of
householder, and even poverty status—since the desired indicators are always on the first person
record. The next person record following the householder record is the spouse (if there is a
spouse) followed by all family member records, in no particular order. Nonfamily members come
last in the household, in no particular order. People sampled from within the same group quarters
are not identifiable as such, since each person has an independent pseudo-housing unit record.

METROPOLITAN AREAS

The following items on the housing unit record refer to metropolitan areas. Substitutions should
be made as shown.

= AREATYP1, AREATYPS5 (substitute “PUMA” wherever super-PUMA is mentioned),

= MIGAREAT1 (substitute “super-PUMA of migration” wherever super-PUMA is mentioned),

= MIGAREAS (substitute “PUMA of migration” wherever super-PUMA is mentioned)

= POWAREAT substitute “super-PUMA of place of work” wherever super-PUMA is mentioned)

POWAREAS (substitute “PUMA of place of work” wherever super-PUMA is mentioned)

Metropolitan Area (MA) codes are based upon June 30, 1999 Office of Management and Budget
definitions. A “fully-identified” MA indicates that the entire MA—and no other territory—is shown
in one or more super-PUMAs. A “partially-identified” MA indicates that at least one portion of the
MA is contained within a super-PUMA (or super-PUMAs) that also contains territory outside of the
particular MA.

Example 1. Two-county MSA (containing county A and county B) with the only central city (as well
as other noncentral city part) in county A. Super-PUMA 1 only contains county A and Super-PUMA
2 only contains county B. Super-PUMA 1 receives the code “13” indicating that it “contains only
metropolitan territory both inside and outside central city (MSA part of fully-identified MSA).”
Super-PUMA 2 receives the code “12 ” indicating that it “contains only metropolitan territory out-
side central city (MSA part of fully-identified MSA).”

Example 2. Two-county MSA (containing county A and county B) with the only central city (as well
as other noncentral city part) in county A. Super-PUMA 1 only contains county A and Super-PUMA
2 contains county B, plus a non-MA county. Super-PUMA 1 receives the code “23 ” indicating that it
“contains only metropolitan territory both inside and outside central city (MSA part of partially-
identified MSA).” Super-PUMA 2 receives the code “70” indicating that it “contains both metropoli-
tan and nonmetropolitan territory.”

MACHINE-READABLE DOCUMENTATION

Every file includes a machine readable “data dictionary ” or record layout. The record layout is the
same for the 1-percent and 5-percent files. A user can produce hard copy documentation for
extract files or labels for tabulations created; or with minor modifications, can use the data dictio-
nary file with software packages or user programs to automatically specify the layout of the
microdata files.
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The PUMS Equivalency Files also are available in machine-readable form. These files lists the geo-
graphic components (counties or MCDs, places, tracts where available) and their assigned PUMA and
super-PUMA codes for the 5-percent and 1-percent samples, respectively. See Appendix J. Equiva-
lency Files.

PREPARING AND VERIFYING TABULATIONS

Estimation. Estimates of totals may be made from tabulations of public use microdata samples
by using a simple inflation estimate, that is, summing the weights associated with that variable
(e.g. for housing characteristics, use the housing unit weight; for person characteristics, use the
person weight.) Those users using subsample numbers to vary the sample size must apply an
appropriate factor, or, otherwise adjust the weights to derive an appropriate estimation of totals.
We further explain the use of weights and subsample numbers in Chapter 5. Sample Design and
Estimation.

Estimation of percentages. A user can estimate percentages by simply dividing the weighted
estimate of people or housing units with a given characteristic by the weighted sample estimate
for the base. Normally, this yields the same as would be obtained if one made the computation
using sample tallies rather than weighted estimates. For example, the percentage of housing units
with air conditioning in a 1-percent sample can be obtained by simply dividing the tally of sample
housing units with air conditioning by the total number of sample housing units.

Verifying tabulations. Producing desired estimates from the PUMS is relatively easy. File struc-
ture and coding of items is straightforward. There are no missing data (see the section “Use of
Allocation Flags” in Chapter 4). Records not applicable for each item are assigned to specific NA
categories, and it is frequently not necessary to determine in a separate operation whether a
record is in the universe or not. PUMS “universe”and variable“ definitions may differ from other
products produced from sample data primarily because of concerns about disclosure risks (e.g.
PUMS files may have different topcodes from SF 3, or the recodes may vary because the compo-
nents were topcoded). Thus, user tabulations should be verified against other available tallies.
Two ways for the user to verify estimates follow:

1. Using control counts from the samples. Total unweighted and weighted population and hous-
ing counts are provided for each state. See Appendix I.

2. Using published data from Census 2000. Tabulations from the Census 2000 data base are
available in the printed census publications and on the summary data files. Users may check
the reasonableness of statistics derived from PUMS against these sources. A familiarity with
summary data already available may also facilitate planning of tabulations to be made from
microdata. Those publications series likely to be of greatest use for this purpose are listed in
PHC-2, Summary Social, Economic, and Housing Characteristics and Summary File 3 (SF 3). In
comparing sample tabulations with published data, one must carefully note the universe of
the published tabulation. For instance, on PUMS person records, Industry (character position
211-213) is reported for the civilian labor force and for people not in the labor force who
reported having worked in 1995 or later. Industry tabulations in Census 2000 publications are
presented only for the employed population.

Thus, a tally of industry for all people from whom industry is reported in PUMS records would not
correspond directly to any published tabulation. A user should always pay particular attention to
concept definitions, as presented in Appendix B. Definitions of Subject Characteristics. One can-
not, of course, expect exact agreement between census publications that are based on the com-
plete census count, full sample estimates, or a subsample of the census sample and user esti-
mates based on tallies of a 5-percent or smaller sample. They will inevitably differ to some extent
due to chance in selection of actual cases for PUMS.

Chapter 5. Sample Design and Estimate discusses sampling variability and its measurement. User
experience has indicated that careful verification of sample tabulations is essential—so important
that it may frequently be advisable to include additional cells in a tabulation for no other reason
than to provide counts or to yield marginal totals, not otherwise available, which may be verified
against available tabulations.
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1990-2000 SUBJECT COMPARABILITY

Most of the items for 2000 are comparable to 1990. A few items found in the 1990 PUMS are not
in the 2000 PUMS file, primarily because the questions were not asked. Full descriptions of item
comparability are given in Appendix B. Definitions of Subject Characteristics.

2000 items not on 1990 files 1990 items not on 2000 files

Grandparents as care givers Children ever born
Source of water

Sewage disposal
Condominium status

Concepts substantially changed

Race. Users were allowed to identify multiple races.
Geography. The concept of Super-PUMA is new.
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Chapter 4.
! f the Mi ] S le Esti

INTRODUCTION

The data contained in this product are based on the Census 2000 sample. The data summarized
from these files are estimates of the actual figures that would have been obtained from a
complete count. Estimates derived from the census sample files are expected to differ from the
100-percent figures because they are subject to sampling and nonsampling errors. Sampling error
in data arises from the selection of people and housing units included in the sample. Nonsampling
error affects both sample and 100-percent data and is introduced as a result of errors that may
occur during the data collection and processing phases of the census. This chapter provides a
detailed discussion of both types of errors and a description of the estimation procedures.

In the Public Use Microdata Samples (PUMS), the basic unit is an individual housing unit and the
people who live in occupied housing units or group quarters. However, microdata records in these
samples do not contain names or addresses. A more detailed discussion of methods to protect
confidentiality of individual responses follows.

CONFIDENTIALITY OF THE DATA

The Census Bureau has modified or suppressed some data in this data release to protect confiden-
tiality. Title 13, United States Code, Section 9, prohibits the Census Bureau from publishing results
in which an individual can be identified. The Census Bureau’s internal Disclosure Review Board
sets the confidentiality rules for all data releases. A checklist approach is used to ensure that all
potential risks to the confidentiality of the data are considered and addressed.

Title 13, United States Code. Title 13 of the United States Code authorizes the Census Bureau
to conduct censuses and surveys. Section 9 of the same Title requires that any information
collected from the public under the authority of Title 13 be maintained as confidential. Section
214 of Title 13 and Sections 3559 and 3571 of Title 18 of the United States Code provide for
the imposition of penalties of up to 5 years in prison and up to $250,000 in fines for wrongful
disclosure of confidential census information.

Disclosure limitation. Disclosure limitation is the process for protecting the confidentiality of
data. A disclosure of data occurs when someone can use published or released statistical informa-
tion to identify an individual who provided information under a pledge of confidentiality. Using
disclosure limitation procedures, the Census Bureau modifies or removes the characteristics that
put confidential information at risk for disclosure. Although it may appear that the PUMS files
show information about a specific individual, the Census Bureau has taken steps to disguise the
original data while making sure the results are still useful. The techniques used by the Census
Bureau to protect confidentiality in tabulations vary, depending on the type of data.

Data swapping. Data swapping is a method of disclosure limitation designed to protect confi-
dentiality in data (the number or percentage of the population with certain characteristics). Data
swapping is done by editing the source data or exchanging records for a sample of cases. A
sample of households is selected and matched on a set of selected key variables with households
in neighboring geographic areas that have similar characteristics. Because the swap often occurs
within a neighboring area, there is usually no effect on the marginal totals for the area or for
totals that include data from multiple areas. Data swapping procedures were first used in the
1990 census and were also used for Census 2000.

Since microdata records are the actual housing unit and person records, the Census Bureau takes
further steps to prevent the identification of specific individuals, households, or housing units.
The main disclosure avoidance method used is to limit the geographic detail shown in the files. A

Accuracy of the Microdata Sample Estimates 4-1

U.S. Census Bureau, Census 2000



minimum threshold of 10,000 for the national population was set for identification of groups
within categorical variables in the state level PUMS files. A geographic area must have a minimum
of 100,000 population to be fully identified in the 5 percent file, and 400,000 for the 1 percent
sample file. Furthermore, certain variables are topcoded, or the actual values of the characteristics
are replaced by a descriptive statistic, such as the mean.

ERRORS IN THE DATA

Statistics in this data product are based on a sample. Therefore, they may differ somewhat from
100-percent figures that would have been obtained if all housing units, people within those
housing units, and people living in group quarters had been enumerated using the same question-
naires, instructions, enumerators, and so forth. The sample estimate also would differ from other
samples of housing units, people within those housing units, and people living in group quarters.
The deviation of a sample estimate from the average of all possible samples is called the sampling
error. The standard error of a sample estimate is a measure of the variation among the estimates
from all possible samples. Thus, it measures the precision with which an estimate from a particu-
lar sample approximates the average result of all possible samples. The sample estimate and its
estimated standard error permit the construction of interval estimates with prescribed confidence
that the interval includes the average result of all possible samples. The method of calculating
standard errors and confidence intervals for the data in this product appears in the section called
“Calculation of Standard Errors”.

In addition to the variability that arises from the sampling procedures, both sample data and
100percent data are subject to nonsampling error. Nonsampling error may be introduced during
any of the various complex operations used to collect and process census data. For example,
operations such as editing, reviewing, or handling questionnaires may introduce error into the
data. A detailed discussion of the sources of nonsampling error is given in the section on
“Nonsampling Error” in this chapter.

Nonsampling error may affect the data in two ways: errors that are introduced randomly will
increase the variability of the data and, therefore, should be reflected in the standard error; errors
that tend to be consistent in one direction will make both sample and 100-percent data biased in
that direction. For example, if respondents consistently tend to underreport their incomes, then
the resulting counts of households or families by income category will tend to be understated for
the higher income categories and overstated for the lower income categories. Such systematic
biases are not reflected in the standard error.

Limitations of the Group Quarters Data

By definition, universes that include the total population include both the household population
and the group quarters population. For example, the universe defined as the population 15 years
and over includes all people 15 years and over in both households and group quarters.

In previous censuses and in Census 2000, allocation rates for demographic characteristics (such
as age, sex, and race) of the group quarters population were similar to those for the total popula-
tion. However, allocation rates for sample characteristics, such as school enroliment, educational
attainment, income, and veteran status for the institutionalized and noninstitutionalized group
quarters population have been substantially higher than those for the household population since
at least the 1960 Census. A review of the Census 2000 allocation rates for sample characteristics
indicated that this trend continued.

Although allocation rates for sample characteristics are higher for the group quarters population,
it is important to include the group quarters population in the total population universe. In most
areas, the group quarters population represents a small proportion of the total population. As a
result, the higher allocation rates associated with the group quarters population have minimal
impact on the sample characteristics for the area of interest. In areas where the group quarters
population represents a larger percentage of the total population, the Census Bureau cautions
data users about the impact higher allocation rates may have on the sample characteristics.
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As shown by the allocation rates, in some geographic areas and for some characteristics of
interest, a significant amount of data was not reported. These data were assigned using accepted
survey methods to account for missing data. In assigning these missing data, the Census Bureau
uses data from similar population groups, such as similar types of group quarters. These methods
attempt to minimize the effect of missing data. The Census Bureau advises users to review the
characteristics for reasonableness and assess the usability of these data.

Calculation of Standard Errors

Totals and percentages. Tables A through E, at the end of this chapter, contain the necessary
information for calculating standard errors of sample estimates in this data product. To calculate
the standard error, it is necessary to know:

1. The unadjusted standard error for the characteristic (given in Tables A and C for estimated
totals from the 5- or the 1-percent sample, respectively, or Tables B and D for estimated per-
centages from the 5- or the 1-percent sample, respectively) that would result under a simple
random sample design of people, housing units, households, or families.

2. The design factor for the geography and the particular characteristic estimated based on the
sample design and estimation techniques employed to produce long form data estimates
(given in Table E).

The design factor is the ratio of the estimated standard error to the standard error of a simple
random sample. The design factors reflect the effects of the actual sample design and the
complex ratio estimation procedure used for the Census 2000 sample data.

Note: Design factors for the U.S. and for individual states (including the District of Columbia and
Puerto Rico) are included in Table E. Use the state level design factors for estimates at the state
level and below. Use the U.S. design factors for all estimates that cross state boundaries.

3. The estimated number of people, housing units, households, or families in the geographic
area tabulated.

Use the steps given below to calculate the standard error of an estimated total or percentage
contained in this product. A percentage is defined here as a ratio of a numerator to a denominator
multiplied by 100 where the nhumerator is a subset of the denominator. For example, the percent-
age of Black or African American teachers is the ratio of Black or African American teachers to all
teachers multiplied by 100.

1. Obtain the unadjusted standard error from Table A, B, C, or D (or use the formula given below
each table) for the estimated total or percentage, respectively.

2. Use Table E to obtain the appropriate design factor, based on the characteristic (Employment
status, School enrollment, etc.) and the geography.

3. Multiply the unadjusted standard error by this design factor.

The unadjusted standard errors of zero estimates or of very small estimated totals or percentages
will approach zero. This is also the case for very large percentages or estimated totals that are
close to the size of the publication areas to which they correspond. Nevertheless, these estimated
totals and percentages are still subject to sampling and nonsampling variability, and an estimated
standard error of zero (or a very small standard error) is not appropriate. For estimated percent-
ages that are less than 2 or greater than 98, use the unadjusted standard errors in Tables B and D
that appear in the “2 or 98” row. For an estimated total using the 5 percent sample that is less
than 50 or within 50 of the total size of the publication area, use an unadjusted standard error of
138. For an estimated total using the 1 percent sample that is less than 50 or within 50 of the
total size of the publication area, use an unadjusted standard error of 314.

Examples using Tables A through E are given in the section titled “Using Tables to Compute
Standard Errors and Confidence Intervals.”
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Sums and differences. The standard errors estimated from Tables A, B, C, and D are not directly
applicable to sums of and differences between two sample estimates. To estimate the standard
error of a sum or difference, the tables are to be used somewhat differently in the following three
situations:

1. For the sum of, or difference between, a sample estimate and a 100-percent value use the
standard error of the sample estimate. The complete count value is not subject to sampling
error.

2. For the sum of or difference between two sample estimates, the appropriate standard error is
approximately the square root of the sum of the two individual standard errors squared; that
is, for standard errors SE(X) and SE(Y) of estimates X and Y, respectively:

SEX + V) = SEX — ¥) = \/[SECOP + [SEYV)P

This method is, however, an approximation as the two estimates of interest in a sum or a differ-
ence are likely to be correlated. If the two quantities X and Y are positively correlated, this method
underestimates the standard error of the sum of X and Y and overestimates the standard error of
the difference between the two estimates. If the two estimates are negatively correlated, this
method overestimates the standard error of the sum and underestimates the standard error of the
difference.

This method may also be used for the sum of or the difference between sample estimates from

two censuses or from a census sample and another survey. The standard error for estimates not
based on the Census 2000 sample must be obtained from an appropriate source outside of this

chapter.

3. For the differences between two estimates, one of which is a subclass of the other, use the
tables directly where the calculated difference is the estimate of interest. For example, to
determine the estimate of non-Black or African-American teachers, subtract the estimate of
Black or African-American teachers from the estimate of total teachers. To determine the stan-
dard error of the estimate of non-Black or African-American teachers, apply formula 1 or 3
directly. They are located beneath Tables A and C respectively.

Ratios. Frequently, the statistic of interest is the ratio of two variables, where the numerator is
not a subset of the denominator. An example is the ratio of students to teachers in public elemen-
tary schools. (Note that this method cannot be used to compute a standard error for a sample
mean.) The standard error of the ratio between two sample estimates is estimated as follows:

1. If the ratio is a proportion, then follow the procedure outlined for “totals and percentages.”

2. If the ratio is not a proportion, then approximate the standard error using the formula:

X

Y

X

Y

[SEX)]? N [SE(Y)P

SE . -
X2 Y2

Medians. The sampling variability of an estimated median depends on the form of the
distribution and the size of its base. The standard error of an estimated median is approximated
by constructing a 68-percent confidence interval. Estimate the 68-percent confidence limits of a
median based on sample data using the following procedure.

1. Obtain the frequency distribution for the selected variable. Cumulate these frequencies to
yield the base.

2. Determine the standard error from:

a. the 5 percent sample of the estimate of 50 percent from the distribution using the formula:

/[ 19
SE(50 percent) = base x 50%| x Design Factor
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b. the T-percent sample of the estimate of 50 percent from the distribution using the formula:

99
——x 507

SE(50 percent) = base

x Design Factor

3. Subtract from and add to 50 percent the standard error determined in step 2.
p_lower = 50 — SE (50 percent)
p_upper = 50 + SE (50 percent)

4. Determine the category in the distribution containing p_lower and the category in the distri-
bution containing p_upper.

If p_lower and p_upper fall in the same category, follow the steps below. If p_lower and p_upper
fall in different categories, go to step 7.

Define Al as the smallest value in that category.

Define A2 to be the smallest value in the next (higher) category.

Define C1 as the cumulative percent of units strictly less than Al.

= Define C2 as the cumulative percent of units strictly less than A2.

5. Use the following formulas with p_lower, p_upper, A1, A2, C1, and C2 to determine lower and
upper bounds for a confidence interval about the median:

p_lower — C1

Lower Bound = o _ci . x (A2 — A1) + A1
p_upper — C1

Upper Bound = W X (A2 — A1) + A1

6. Divide the difference between the lower and upper bounds, determined in step 5, by two to
obtain the estimated standard error of the estimated median:

Upper Bound — Lower Bound

SE(median) = 5

7. For the category:

a. containing p-lower, define the values A1, A2, C1, and C2 as described in step 4 above. Use
these values and the formula in step 5 to obtain the Lower Bound.

b. containing p-upper, define a new set of values for A1, A2, C1, and C2 as described in step
4. Use these values and the formula in step 5 to obtain the Upper Bound.

8. Use the lower bound and upper bound obtained in step 7 and the formula in step 6 to
calculate the standard error of the estimated median.

Means. A mean is defined here as the average quantity of some characteristic (other than the
number of people, housing units, households, or families) per person, housing unit, household, or
family. For example, a mean could be the average annual income of females age 25 to 34. The
standard error of a mean can be approximated by the formula below. Because of the approxima-
tion used in developing this formula, the estimated standard error of the mean obtained from this
formula will generally underestimate the true standard error.

The formula for estimating the standard error of a mean, X, from the 5-percent sample is:

SE(X) = x s2| x Design Factor

base
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The formula for estimating the standard error of a mean, X, from the 1-percent sample is:

SE(X) = x s2| x Design Factor

base

where s? is the estimated population variance of the characteristic and the base is the total
number of units in the population. The population variance, s?, may be estimated using data that
has been grouped into intervals.

For this method, the range of values for the characteristic is divided into c intervals, where the
lower and upper boundaries of interval j are Ljand U;, respectively. Each person is placed into one
of the c intervals such that the value of the characteristic is between Ljand U;. The estimated
population variance, s, is then given by:

32:2pjmj2_(§)2

where p; is the estimated proportion of people in interval j (based on weighted data) and m; is the
midpoint of the jth interval, calculated as:

If the c™" interval is open-ended, (i.e., no upper interval boundary exists) then approximate m, by:
3
mg; = E Lc.

The estimated sample mean, X, can be obtained using the following formula:

C
J:

Confidence intervals. A sample estimate and its estimated standard error may be used to
construct confidence intervals about the estimate. These intervals are ranges that will contain the
average value of the estimated characteristic that results over all possible samples, with a known
probability.

For example, if all possible samples that could result under the Census 2000 sample design were
independently selected and surveyed under the same conditions, and if the estimate and its esti-
mated standard error were calculated for each of these samples, then:

a. 68-percent confidence interval.

Approximately 68 percent of the intervals from one estimated standard error below the
estimate to one estimated standard error above the estimate would contain the average
result from all possible samples.

b. 90-percent confidence interval.

Approximately 90 percent of the intervals from 1.645 times the estimated standard error
below the estimate to 1.645 times the estimated standard error above the estimate would
contain the average result from all possible samples.

c. 95-percent confidence interval.

Approximately 95 percent of the intervals from two estimated standard errors below the
estimate to two estimated standard errors above the estimate would contain the average
result from all possible samples.
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The average value of the estimated characteristic that could be derived from all possible samples
either is or is not contained in any particular computed interval. Thus, the statement that the
average value has a certain probability of falling between the limits of the calculated confidence
interval cannot be made. Rather, one can say with a specified probability of confidence that the
calculated confidence interval includes the average estimate from all possible samples.

Confidence intervals also may be constructed for the ratio, sum of, or difference between two
sample estimates. First compute the ratio, sum, or difference. Next, obtain the standard error of
the ratio, sum, or difference (using the formulas given earlier). Finally, form a confidence interval
for this estimated ratio, sum, or difference as above. One can then say with specified confidence
that this interval includes the ratio, sum, or difference that would have been obtained by averag-
ing the results from all possible samples.

Calculating the confidence interval from the standard error. To calculate the lower and
upper bounds of the 90 percent confidence interval around an estimate using the standard error,
multiply the standard error by 1.645, then add and subtract the product from the estimate.

Lower bound = Estimate — (Standard Error x 1.645)

Upper bound = Estimate + (Standard Error x 1.645)

Limitations. Be careful when computing and interpreting confidence intervals. The estimated
standard errors given in this chapter do not include all portions of the variability because of
nonsampling error that may be present in the data. In addition to sampling variance, the standard
errors reflect the effect of simple response variance, but not the effect of correlated errors
introduced by enumerators, coders, or other field or processing personnel. Thus, the standard
errors calculated represent a lower bound of the total error. As a result, confidence intervals
formed using these estimated standard errors might not meet the stated levels of confidence (i.e.,
68, 90, or 95 percent). Thus, be careful interpreting the data in this data product based on the
estimated standard errors.

A standard sampling theory text should be helpful if the user needs more information about
confidence intervals and nonsampling errors.

Zero or small estimates; very large estimates. The value of almost all Census 2000 charac-
teristics is greater than or equal to zero by definition. The method given previously for calculating
confidence intervals relies on large sample theory and may result in negative values for zero or
small estimates, which are not admissible for most characteristics. In this case, the lower limit of
the confidence interval is set to zero by default. A similar caution holds for estimates of totals that
are close to the population total and for estimated proportions near one, where the upper limit of
the confidence interval is set to its largest admissible value. In these situations, the level of confi-
dence of the adjusted range of values is less than the prescribed confidence level.

Using Tables to Calculate Standard Errors and Confidence Intervals

Two methods for estimating standard errors of estimated totals and percentages are described in
this section. The first method is very simple. This method uses standard errors that have been
calculated for specific sizes of estimated totals and percentages given in Tables A through D,
presented later in this section. The estimated standard errors shown in Tables A through D were
calculated assuming simple random sampling while the microdata sample (and the census
sample) were selected using a systematic sampling procedure. The numbers shown in Table E,
referred to as design factors, are defined as the ratio of the standard error from the actual sample
design to the standard error from a simple random sample.

The standard errors in Tables A through D used in conjunction with the appropriate design factors
from Table E produce a reasonable measure of reliability for microdata sample estimates. A sec-
ond, alternative methodology by which more precise standard errors can be obtained requires
additional data processing and file manipulation. This method uses the formulas directly. The
trade off is an increase in precision for more data processing. Given the technology available
today, the second method is preferable and strongly recommended. However, the standard error
tables may be very useful in producing acceptable approximations of the standard errors. On the
other hand, for many statistics, particularly from detailed cross-tabulations, standard errors using
the second method are applicable to a wider variety of statistics, such as means and ratios.
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To produce standard error estimates, one obtains (1) the unadjusted standard error for the charac-
teristic that would result from a simple random sample design (of people, families, or housing
units) and estimation methodology; and (2) a design factor, which partially reflects the effects of
the actual sample design and estimation procedure used for the Census 2000 public use micro-
data samples for the geography and the particular characteristic estimated. The design factors
provided in this chapter are based on computations from the full census sample and, as such, do
not reflect the additional stratification used in the selection of the public use microdata samples
(see Chapter 5). In general, these factors provide conservative estimates of the standard error.

In addition, these factors only pertain to individual data items (e.g., educational attainment,
employment status) and are not entirely appropriate for use with detailed cross-tabulated data.

To calculate the approximate standard error of an estimate from the 5-percent or 1-percent sample
follow the steps given below.

1. Obtain the unadjusted standard error for the sampling rate used from Table A or C for esti-
mated totals or from Table B or D for estimated percentages. Alternately, the formula given at
the bottom of each table may be used to calculate the unadjusted standard error (for sample
sizes other than 5- or 1-percent see the subsampling section).

In using Table A or C, or the corresponding formulas for estimated totals, use weighted figures
rather than unweighted sample counts to select the appropriate row. To select the applicable col-
umn for person characteristics, use the total population in the area being tabulated (not just the
total of the universe being examined), or use the total count of housing units if the estimated
total is a housing unit characteristic. Similarly, in using Table B or D, or the corresponding formula
for estimated percentages, use weighted figures to select the appropriate column.

2. Use Table E to obtain the design factor for the geography and the characteristic (e.g.,
place of work or educational attainment). If the estimate is a cross-tabulation of more than
one characteristic, scan Table E for the appropriate factors and use the largest factor.
Multiply the unadjusted standard error from step 1 by this design factor.

Note: All of the following examples use the 5-percent sample.

Example 1— Standard error of a total. Suppose we tally a 5-percent public use microdata
sample for state A. Further, suppose that for county A, the sum of the PUMS weights for all people
is 131,220.

The sum of the PUMS weights for those people who are age 16 years and over and in the civilian
labor force is 59,948, which in the formula below is Y.

The basic standard error for the estimated total is obtained from Table A, or from the formula
given below Table A. To avoid interpolation, the use of the formula will be demonstrated here. The
formula for the basic standard error, SE, for the 5-percent sample is:

SE(Y)= /19|t -

So, the basic standard error in example 1 is:

8
~ 787 People

SE(59,948) = \/19(59,948)(1 T 131220

The standard error of the estimated 59,948 people 16 years and over who were in the civilian
labor force is found by multiplying the basic standard error, 787, by the appropriate design factor
(Employment Status) from Table E. Assume the design factor from Table E for employment status
for state A is 1.2, thus the standard error is:

SE(59,948) = 787 x 1.2 ~ 944 people

Note that in this example the total weighted count of people in county A of 131,220 was used.
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Example 2— Standard error of a percent. Suppose there are 95,763 people in county A in
state A aged 16 years and over. The estimated percent of people 16 years and over who were in
the civilian labor force, p, is 62.6. The formula for the unadjusted standard error of a percentage

given in Table B, is:
. 19 . .
SE (p) = B p(100 — p)

19
SE(62.6) = \/m 62.6(100—62.6) ~ 0.68 percentage points

Therefore, the standard error for the estimated 62.6 percent of people 16 years and over, who
were in the civilian labor force is 0.68 x 1.2 = 0.82 percentage points. Note that in this example
the base, B, is defined as the weighted count of people 16 years old and over, 95,763.

A note of caution concerning numerical values is necessary. Standard errors of percentages
derived in this manner are approximate. Calculations can be expressed to several decimal places,
but to do so would indicate more precision in the data than is justifiable. Final results should
contain no more than two decimal places when the estimated standard error is one percentage
point (i.e. 1.00) or more.

Example 3— Computing a confidence interval. In example 1, the standard error of the
59,948 people 16 years and over in county A, in state A who were in the civilian labor force was
approximately 944. Thus, a 90-percent confidence interval for this estimated total is:

[69,948 — (1.645 x 944)] to [59,948 + (1.645 x 944)] or [58,395, 61,501]

One can say that 90 percent of the intervals constructed from repeated samples of the same
population will contain the value obtained by averaging all possible values.

Example 4— Computing a confidence interval for a sum or difference. Suppose the esti-
mate of people in county B, age 16 years and over, who were in the civilian labor force was
69,314 and the estimated total number of people 16 years and over was 116,666. Further, sup-
pose the population of county B was 225,225. Thus, the estimated percentage of people 16 years
and over, who were in the civilian labor force is approximately 59.4 percent. The unadjusted stan-
dard error from Table B is approximately 0.63 percentage points. Assume Table E shows the
design factor to be 1.2 for “Employment Status” for the state containing county B. Thus, the
approximate standard error of the percentage (59.4 percent) is 0.63 x 1.2 = 0.76 percentage
points.

Now, suppose that one wished to obtain the standard error of the difference between county A
and county B of the percentage of people who were 16 years and over and who were in the civil-
ian labor force. The difference in the percentages of interest for the two cities is:

62.6 — 59.4 = 3.2 percentage points.

Using the results of the previous example:

SE(3.2) = SE(62.6—59.4)="\/ (0.82)? + (0.76)° ~ 1.12 percentage points
The 90-percent confidence interval for the difference is formed as before:
[3.20 — (1.645 x 1.12] t0 [3.20 + (1.645 x 1.12] or [1.36%, 5.04%)]

One can say with 90-percent confidence that the interval includes the difference that would have
been obtained by averaging the results from all possible samples.

When, as in this example, the interval does not include zero, one can conclude, again with
90-percent confidence, that the difference observed between the two counties for this characteris-
tic is greater than can be attributed to sampling error.
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Example 5— Computing the standard error and confidence interval for a ratio. For
reasonably large samples, ratio estimates are approximately normally distributed, particularly for
the census population. Therefore, if we can calculate the standard error of a ratio estimate, then
we can form a confidence interval around the ratio.

Suppose that one wished to obtain the standard error of the ratio of the estimate of people who
were 16 years and over and who were in the civilian labor force in county A to the estimate of
people who were 16 years and over and who were in the civilian labor force in county B. The ratio
of the two estimates of interest is:

59,948 /69,314 ~ 0.86

- (59,948) (944)? (1,146)?
SE(0.86) = {9 312 (59,948)2 i 69.3142 0

Using the results above, the 90-percent confidence interval for this ratio would be:
[0.86 — (1.645 x 0.02)] to [0.86 + (1.645 x 0.02)] or [0.83, 0.89]
Example 6— Computing the standard error and confidence interval of a median. The

following example shows the steps for calculating an estimated standard error and confidence
interval for the median housing value in a hypothetical city, city C.

1. Suppose the design factor in Table E for the housing characteristic “Value” is 1.2 for the state
containing city C.

2. Obtain the weighted frequency distribution for housing values in city C. The base is the sum
of the weighted frequencies (4,227).

Table 1. Frequency Distribution and Cumulative Totals for Housing Value

Housing value Cumulative Cumulative

Frequency sum percent

Less than $50,000 . .....veine it 1,548 1,548 36.62
$50,000 10 $99,999 ... ... ... 820 2,368 56.02
$100,000 10 $149,999 . ... .ttt 752 3,120 73.81
$150,000 10 $199,999 ... ... ...t 524 3,644 86.21
$200,000 10 $299,999 . ...t 300 3,944 93.30
$300,000 t0 $499,999 ... .. ... 248 4,192 99.17
$500,000 OF MOFE ..o v vttt et et et ettt 35 4,227 100.00

3. Determine the standard error of the estimate of 50 percent from the distribution:

X 50| x 1.2 ~ 4.02

19
SE(50 percent) = (4 557

4. Calculate a confidence interval with bounds:
p_lower = 50 — 4.02 = 45.98
p_upper = 50 + 4.02 = 54.02

From the given distribution, the category with the cumulative percent first exceeding 45.98
percent is $50,000 to $99,999. Therefore, A1 = $50,000. C1 is the cumulative percent of housing
units with value less than $50,000. As a result, C1 = 36.62 percent.

The category with the cumulative percent that first exceeds 54.02 percent is also $50,000 to
$99,999. A2 is the smallest value in the next (higher) category, resulting in A2 = $100,000. C2 is
the cumulative percent of housing units with value less than $100,000. Thus, C2 = 56.02 percent.

4-10 Accuracy of the Microdata Sample Estimates

U.S. Census Bureau, Census 2000



5. Given the values obtained in earlier steps, calculate the lower and upper bounds of the confi-

dence interval about the median:

45.98 — 36.62
56.02 — 36.62

Lower Bound = x ($100,000 — $50,000) + $50,000

54.02 — 36.62

Upper Bound = [

The confidence interval is [$74,124, $94,845]
6. The estimated standard error of the median is:

$94,845 — $74,124
2

SE(median) = ~ $10,361

Example 7— Computing the standard error of a mean. This example shows the steps for
calculating the standard error for the average commuting time for those who commute to work in

a hypothetical city, city D. The frequency distribution is given in Table 2.

Table 2.Frequency Distribution for Travel Time to Work

Travel time to work Frequency

Did not work at home: 776,619
Less than B miNUIES . ... ..o i e e e e 14,602
B0 D MINUEES ..o 69,066
1010 14 MINUEES . . ..o e e e 107,161
1510 1D MINUEES . . ..ot e e 138,187

20 10 24 MINUEES . . oottt e 139,726

25 10 29 MINUEES . . . .ot 52,879

B0 10 34 MINUIES . . oot 120,636
3510 SO MINUEES . . . oo 19,751

A0 10 44 MINUEES . . oottt e 25,791

45 10 5O MINUEES . . . oot e 50,322

B0 10 B MINUIES . . . ..ottt e e 29,178

90 OF MOrE MINUEES. . . .ottt ettt e e e e e e e e e e et 9,320
Worked at hOme ... ...t ittt saasaa s nannassssnnansnsssnnnnnns 19,986

1. Cumulating the frequencies over the 12 categories for those who commuted to work (i.e., did
not work at home) yields the population count (base) of 776,619 workers age 16 years and

over.

2. Find the midpoint m; for each of the 12 categories. Multiply each category’s proportion p; by

the square of the midpoint and sum this product over all categories.
For example, the midpoint of category 1 “Less than 5 minutes” is

0+5

m=—= 2.5 minutes,

while the midpoint of the 12" category “90 or more minutes” is

90 = 135 minutes.

3
Mz = |5,
The proportion of units in the first category, p,, is

14,602

P = m = 0.019.

Necessary products for the standard error calculation are given in Table 3 along with totals.
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Table 3.Calculations for Travel Time to Work

Travel time to work of m; pjmj2 pim;

Did not work at home:
Lessthan 5minutes ........................ 0.019 2.5 0.119 0.048
5to9minutes ......... ... 0.089 7 4.361 0.623
10to14minutes ............. ... ... 0.138 12 19.872 1.656
15t019 minutes ............. ... ... 0.178 17 51.442 3.026
20to24 minutes .......... .. 0.180 22 87.120 3.960
25t0o29 minutes ... 0.068 27 49.572 1.836
30to34 minutes ............. il 0.155 32 158.720 4.960
35t039minutes ... 0.025 37 34.225 0.925
40tod44 minutes ... 0.033 42 58.212 1.386
45t059 minutes ........ ... 0.065 52 175.760 3.380
60to 89 minutes ........... ... 0.038 74.5 210.910 2.831
90 ormoreminutes.................ooiu... 0.012 135 218.700 1.620
o 1069.013 26.251

3. To estimate the mean commuting time for people in city D, multiply each category’s propor-
tion by its midpoint and sum over all categories in the universe. Table 3 shows an estimated
mean travel time to work, X, of 26 minutes.

4. Calculate the estimated population variance.

s? = 1069.013 — (26)2 = 393.013

5. Assume the design factor for “Travel time to work” for the state containing city D is 1.3. Use
this information and the results from steps 1 through 4 to calculate an estimated standard
error for the mean as:

_ 19 :
SE(x) = \/(mx 393.013] x 1.3 ~ 0.13 minutes.

SELECTING AN APPROPRIATE SAMPLE SIZE

One virtue in the use of the Tables A through D for calculating standard errors and confidence
intervals is that this method can be employed prior to making any sample tabulation, and thus,
can help the user decide whether a 5-percent or 1-percent sample size is most appropriate for a
proposed study.

Suppose that in example 1, the 59,948 figure was based on published census sample data. The
confidence interval could be calculated as above. In this case, tabulating a 5-percent sample for
this particular characteristic would result in a 90-percent confidence interval [58,395, 61,501].
The width of this interval is 3,106. Tabulating from a 1-percent sample for the same characteristic
would result in a confidence interval of [56,404, 63,042]. The width of the interval from the
1-percent sample is 7,088 (over two times the width of the confidence interval from the 5-percent
sample). A data user may find this information useful in deciding which sample to use.

Another criterion used in making this type of decision is the coefficient of variation (CV). The CV is
a measure of reliability and is defined as the ratio of the standard error of the estimate and the
absolute value of the expected value of the estimate. To get an estimate of the CV, substitute the
estimate itself for the expected value in the CV formula. In this example, if the 59,948 estimate is
obtained from the 5-percent sample, the CV would be 1.6 percent. If the 1-percent sample is tal-
lied to get the estimate then the CV would be 3.6 percent. The smaller the CV, the more reliable
the estimate. There is no particular rule of thumb that dictates how large a confidence interval or
CV is acceptable. This depends on the relative precision necessary for a particular application as
balanced against the relative cost of tabulating microdata samples of the various sizes.

USING TABLES A THROUGH D FOR OTHER SAMPLE SIZES

Tables A through D may also be used to approximate the unadjusted standard errors for other
sample sizes by adjusting for the sample size desired. The adjustment for sample size is obtained
as described below.
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Let: f, be the sampling rate in any of the Tables A through D, and;
f, be the sampling rate for the sample size to be used. The adjustment for sample size can
be read from the following table:

Standard Error Sample Size Adjustment Factors for Different Sampling Rates

f, = 0.05 f; = 0.01
fo Adjustment factor fo Adjustment factor
006 ....cciiiiiiii 0.91(0.009 ... 1.05
0.04 .. i 1.12(0.005 ... ovviie i 1.42
003 ... 1.30(0.003 ... 1.83
0.02 .. 1.61(0.002 ......ccvvviiiient. 2.25

For example, if the user were to select a subsample of one half of a 1-percent sample, i.e., f, =
0.005, then the standard errors shown in Tables C or D for a 1-percent sample must be multiplied
by 1.42 to obtain the standard errors for a 0.005 sample. The factor of 1.42 shows that the
standard errors increase by 42 percent when the sample size is halved.

The principle is also applicable when combining microdata samples to achieve a sample size
larger than 5 percent. If, for example, both samples are combined for the same area to obtain an
estimate of a characteristic, the standard errors for this sample size (i.e., 6 percent) can be
obtained by multiplying those shown in Tables A and B by 0.91. Thus, the increase from a
5-percent to a 6-percent sample reduces the standard error by 9 percent.

The formula used to compute the sample size adjustment factor is:

~1

Adjustment Factor =
1

il

Alternatively, the user may wish to use the following formulas to calculate the unadjusted
standard errors directly. For estimated totals the formula is:
Y (1 )A( Q )
SE(Y) = no M-S
N = size of geographic area, and;

Y = estimate (weighted) of characteristic total.

where:

Example 1 shows the unadjusted standard error for the figure 59,948 to be 787. Using the above
formula with f,= 0.06 yields an unadjusted standard error of 714 for a 9-percent reduction in the
standard error as shown in the above table.

For an estimated percentage the formula is:
. 1 )(5(100—{)))
SE(Y) = \/(E_1 —5
yvhere:
p = estimated percentage, and;

B = base of estimated percentage (weighted estimate).

ESTIMATION OF STANDARD ERRORS DIRECTLY FROM THE MICRODATA SAMPLES

Use of tables or formulas to derive approximate standard errors as discussed above is simple and
does not complicate processing. Nonetheless, a more accurate estimate of the standard error can
be obtained from the samples themselves, using the random group method. Using this method it
is also possible to compute standard errors for mean ratios, indexes, correlation coefficients, or
other statistics for which the tables or formulas presented earlier do not apply.
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The random group method does increase processing time somewhat since it requires that the sta-
tistic of interest, for example a total, be computed separately for each of up to 100 random
groups. The variability of that statistic for the sample as a whole is estimated from the variability
of the statistic among the various random groups within the sample. The procedure for calculat-
ing a standard error by the random group method for various statistics is given below.

Totals. To obtain the standard errors of estimated totals the following method should be used.
The random groups estimate of variance of X is given by:

2

R t t 1 t
var (X) = ﬁ)gg Xg - T(g§1 X g)

or the computational formula:
var(X (t— 1) E x2 —tx

where:
t = number of random groups, and;
Xq = the weighted microdata sample total of the characteristic of interest from the g™ random

group.

t
Q
-2 t

g=1

SE (X) = \/var (X)

It is suggested that t = 100 for estimating the standard error of a total since, as it is discussed in
the next chapter, each of the sample records was assigned a two-digit subsample number sequen-
tially from 00 to 99. The two-digit number can be used to form 100 random groups.

For example, a sample case with 01 as the two-digit number will be in random group 1. All
sample cases with 02 as the two-digit number will be in random group 2, etc., up to 00 as the one
hundredth random group. The reliability of the random group variance estimator is a function of
both the kurtosis of the estimator and the number of groups, t. If t is small, the coefficient of
variation (CV) will be large, and therefore, the variance estimator will be of low precision. In gen-
eral, the larger t is, the more reliable the variance estimator will be.

Percentages, ratios, and means. To obtain the estimated standard error of a percent, ratio, or
mean, the following method should be used.

Let

be the estimated percent ratio, or mean where:

'*<>|><>

X and 9 = the estimated totals as defined above for the X and Y characteristics.

For the case where both the numerator and the denominator are obtained from the full microdata
sample (i.e. the file was not subsampled) then the variance of is given by

wire [ v

where:

tand x4 are defined above,

y = the weighted full microdata sample total for the y characteristic, and;
y ¢ = the corresponding weighted total for the g™ random group.
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CORRELATION COEFFICIENTS, REGRESSION COEFFICIENTS AND COMPLEX STATISTICS

The random group method for computing the variance of correlation coefficients, regression
coefficients, and other complex nonlinear statistics may be expressed as:

t o -
_) 2 (Ag_A)2

var(A)z — 1
9=

where:

A 4 = the weighted estimate (at the tabulation area level) of the statistic of interest computed from
tnhe gth random group, and;

A = corresponding weighted estimate computed from the full microdata sample.

Care must be exercised when using this variance estimator for complex nonlinear statistics as its
properties have not been fully explored for such statistics. In particular, the choice of the number
of random groups must be considered more carefully. When using the 5-percent sample, use of
t=100 for all areas tabulated is recommended. When using the 1-percent sample or samples
having a smaller sampling fraction, the user should consider using a smaller number of random
groups to ensure that each random group contains at least 25 records. Fewer than 100 random
groups can be formed by appropriate combination of the two-digit subsample numbers. For
example, to construct 50 random groups assign all records in which the subsample number is 01
or 51 to the first random group; all records in which the subsample number is 02 or 52 to the
second random group, etc. Finally, assign all records in which the subsample number is 00 or 50
to random group 50. Ten random groups can be constructed by including all records having
subsample numbers with the same “units” digit in a particular random group. For example,
subsample numbers 00,10,...,90 would form one random group; subsample numbers 01,11,...,91
would form a second random group, etc.

STANDARD ERRORS FOR SMALL ESTIMATES

Percentage estimates of zero and estimated totals of zero are subject to both sampling and non-
sampling error. While the magnitude of the error is difficult to quantify, users should be aware that
such estimates are nevertheless subject to both sampling and nonsampling error even though in
the case of zero estimates the corresponding random groups estimate of variance will be zero.

Also, the standard error estimates obtained using the random groups method do not include all
components of the variability due to nonsampling error that may be present in the data. There-
fore, the standard errors calculated using the methods described in this section represent a lower
bound for the total error. Data users should be aware that, in general, confidence intervals formed
using these estimated standard errors do not meet the stated levels of confidence. Data users are
advised to be conservative when making inferences from the data provided in this data product.

NONSAMPLING ERROR

In any large-scale statistical operation, such as Census 2000, human and processing errors occur.
These errors are commonly referred to as nonsampling errors. Such errors include: not enumerat-
ing every household or every person in the population, failing to obtain all required information
from the respondents, obtaining incorrect or inconsistent information, and recording information
incorrectly. In addition, errors can occur during the field review of the enumerators’ work, during
clerical handling of the census questionnaires, or during the electronic data capturing and
processing of the questionnaires.

While it is impossible to completely eliminate nonsampling error from an operation as large and
complex as the decennial census, the Census Bureau attempts to control the sources of such error
during the data collection and processing operations. The primary sources of nonsampling error
and the programs instituted to control this error in Census 2000 are described below. The success
of these programs, however, was contingent upon how well the instructions were actually carried
out during the census.
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Types of Nonsampling Error

Nonresponse. Nonresponse to particular questions on the census questionnaire or the failure to
obtain any information for a housing unit allows for the introduction of bias into the data because
the characteristics of the nonrespondents have not been observed and may differ from those
reported by respondents. As a result, any imputation procedure using respondent data may not
completely reflect these differences either at the elemental level (individual person or housing
unit) or on average. As part of the data processing, people and/or housing units for which sample
data were not collected may have their data imputed to ensure a sufficient number of sample
people/housing units in a given area. As a result, the imputation rates for some small geographic
areas, such as tracts, may be very high. The Census Bureau cautions data users about the impact
the higher imputation rates may have on the sample characteristics. Some protection against

the introduction of large biases is afforded by minimizing nonresponse. Characteristics for the
nonresponses were imputed by using reported data for a person or housing unit with similar
characteristics.

Respondent and enumerator error. The person answering the mail questionnaire for a house-
hold or responding to the questions posed by an enumerator could serve as a source of error,
although the question wording was extensively tested in several experimental studies prior to the
census. The mail respondent may overlook or misunderstand a question, or answer a question in
a way that cannot be interpreted correctly by the data capture system. Also, the enumerator may:
misinterpret or otherwise incorrectly record information given by a respondent, fail to collect
some of the information for a person or household, or collect data for households that were not
designated as part of the sample. Enumerators were monitored carefully to minimize these types
of field enumeration problems. Field staff was prepared for their tasks by using standardized
training packages that included hands-on experience with census materials. A sample of the
households interviewed by each enumerator was reinterviewed to control for the possibility of
fabricated data being submitted by enumerators.

Processing error. The many phases involved in processing the census data represent potential
sources for the introduction of nonsampling error. The processing of the census questionnaires
completed by enumerators included field review by the crew leader, check-in, and transmittal of
completed questionnaires. No field reviews were done on the mail return questionnaires. Error
may also be introduced by the misinterpretation of data by the data capture system, or the failure
to capture all the information that the respondents or enumerators provided on the forms.
Write-in entries go through coding operations, which may also be a source of processing error in
the data. Many of the various field, coding, and computer operations undergo a number of quality
control checks to help ensure their accurate application.

Reduction of Nonsampling Error

A number of techniques were implemented during the census planning and development stages
to reduce various types of nonsampling errors. Quality assurance methods were used throughout
the data collection and processing phases of the census to improve the quality of the data. In
addition, the Census Bureau implemented a reinterview program to minimize errors in the data-
collection phase for enumerator-filled questionnaires.

Several initiatives were implemented during Census 2000 to minimize the undercoverage of

population and housing units and to reduce costs. These programs were developed based on
experience from the 1990 decennial census and results from the Census 2000 testing cycle.

They included:

= Be Counted questionnaires—unaddressed forms requesting all short form data and a few
additional items - were available in public locations for people who believed they were not
otherwise counted.

= An introductory letter was sent to all Mailout/Mailback addresses and many addresses in
Update/Leave areas prior to the mailing of the census form. A reminder postcard was also sent
to these addresses.
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= Forms in Spanish and other languages were mailed to those who requested them by returning
the introductory letter.

= A well-publicized, toll-free telephone number was available to answer questions about the
census forms. Responses from people in households who received a short form could be taken
over the telephone.

= Under the Local Update of Census Addresses (LUCA) program, local officials had the opportunity
to address specific concerns about the accuracy and completeness of the Master Address File
before mailings began.

Resolving Multiple Responses

There were multiple modes of response for Census 2000. Because there were various ways
people could initiate their enumeration in the census it was very likely that some people could be
enumerated more than once. A special computer process was implemented to control this type of
nonsampling error by resolving situations where more than one form was received from a particu-
lar housing unit, as designated by its identification (ID). The process consisted of several steps.
IDs that had more than one viable returned census form were analyzed to create a household
roster. Within each of these IDs, the person records on each return were compared with person
records on the other return(s). People included on two or more different returns were marked as
such, and only one of the person records was used in the creation of the household roster.

EDITING OF UNACCEPTABLE DATA

The objective of the processing operation was to produce a set of data that describes the popula-
tion as accurately and clearly as possible. In a major change from past practice, the information
on Census 2000 questionnaires generally was not edited for consistency, completeness, or accept-
ability during field data collection or data capture operations. Census crew leaders and local office
clerks reviewed enumerator-filled questionnaires for adherence to specified procedures. Unlike
previous censuses, mail return questionnaires were not subjected to clerical review and house-
holds were not contacted to collect missing data.

Most census questionnaires received by mail from respondents as well as those filled by enumera-
tors were processed through a new contractor-built image scanning system that used optical mark
and character recognition to convert the responses into computer files. The optical character rec-
ognition, or OCR, process used several pattern and context checks to estimate accuracy thresh-
olds for each write-in field. The system also used “soft edits” on most interpreted numeric write-in
responses to decide whether the field values read by the machine interpretation were acceptable.
If the value read had a lower than acceptable accuracy threshold or was outside the soft edit
range, the image of the item was displayed to a keyer who then entered the response.

To control the possible creation of erroneous people from questionnaires containing stray marks
or completed incorrectly, the data capture system included an edit for the number of people indi-
cated on each mail return and enumerator-filled questionnaire. If the edit failed, the questionnaire
image was reviewed at a workstation by an operator. The operator identified erroneous person
records and corrected OCR interpretation errors in the population count field.

At Census Bureau headquarters, the mail response data records were subjected to a computer edit
that identified households exhibiting a possible coverage problem and those with more than six
household members - the maximum number of people who could be enumerated on a mail ques-
tionnaire. Attempts were made to contact these households on the telephone to correct the count
inconsistency and to collect census data for those people for whom there was no room on the
questionnaire.

Incomplete or inconsistent information on the questionnaire data records was assigned acceptable
values using imputation procedures during the final automated edit of the collected data. As in
previous censuses, the general procedure for changing unacceptable entries was to assign an
entry for a person that was consistent with entries for people with similar characteristics. Assign-
ing acceptable codes in place of blanks or unacceptable entries enhances the usefulness of the
data.
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Another way in which corrections were made during the computer editing process was substitu-
tion. Substitution assigned a full set of characteristics for people in a household. If there was an
indication that a household was occupied by a specified number of people but the questionnaire
contained no information for people within the household, or if the occupants were not listed on
the questionnaire, the Census Bureau selected a previously accepted household of the same size
with the same demographic characteristics and substituted its full set of characteristics for this
household.

USE OF ALLOCATION FLAGS IN THESE FILES

As a result of the editing there are no blank fields or missing data in public use microdata sample
files. Each field contains a data value or a “not applicable” indicator, except for the few items
where allocation was not appropriate and a “not reported” indicator is included. For every subject
item it is possible for the user to differentiate between entries which were allocated, by means of
“allocation flags” in the microdata files. For all items it is possible to compute the allocation rate
and, if the rate is appreciable, compute the distribution of actually observed values (with allocated
data omitted) and compare it with the overall distribution including allocated values. The alloca-
tion flags indicate the changes made between observed and final output values.

These flags may indicate up to four possible types of allocations:

a. Pre-edit. When the original entry was rejected because it fell outside the range of acceptable
values.

b. Consistency. Imputed missing characteristics based on other information recorded for the
person or housing unit.

c. Hot Deck. Supplied the missing information from the record of another person or housing
unit.

d. Cold Deck. Supplied missing information from a predetermined distribution.

In general, the allocation procedures provide better data than could be obtained by simply weight-
ing up the observed distribution to account for missing values. The procedures reflect local varia-
tions in characteristics as well as variations among the strata used in imputation. There are, how-
ever, certain circumstances where allocated data may introduce undesirable bias. It may be
particularly important to analyze allocations of data in detailed studies of subpopulations or in
statistics derived from cross-classification of variables, such as correlation coefficients or mea-
sures of regression. The degree of editing required was greater for some subjects than for others.
While the allocation procedure was designed to yield appropriate statistics for the overall distribu-
tion or for specific subpopulations (the strata used in the allocation process), allocated character-
istics will not necessarily have a valid relationship with other observed variables for the same
individual. For example, consider a tabulation of people 80 years old and over by income. Income
allocations were made separately for different age groupings, including the category 65 years old
and over, but not separately for people 80 years old and over.

If people 65 to 70 or 75 are more likely to have significant earnings than people 80 or over, allo-
cated income data for the latter group might be biased upward. Thus, if the rate of allocations for
the group is appreciably large, and a bias in the allocated value is evident, it may be desirable to
exclude allocated data from the analysis.

It should also be apparent from this illustration that knowledge of the specific allocation proce-
dures is valuable in detailed subject analysis. Descriptions of the editing and allocation proce-
dures for each item are being incorporated in the History of the 2000 Census of Population and
Housing to be published later. A user may contact either the Population Division or Housing and
Household Economic Statistics Division, Bureau of the Census, if more information is desired on
the allocation scheme for a specific subject item.
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Table A. Unadjusted Standard Errors for Estimated Totals from Census 2000
5-Percent PUMS

Size of geographic area tabulated?
Estimated total’

100,000 250,000| 500,000| 750,000| 1,000,000 5,000,000 10,000,000 | 25,000,000
1,000 ............ 137 138 138 138 138 138 138 138
2500 ............ 215 217 217 218 218 218 218 218
5,000 ............ 300 305 307 307 307 308 308 308
10,000 .......... 414 427 432 433 434 435 436 436
15000 .......... 492 518 526 528 530 533 533 534
25,000 .......... 597 654 672 678 681 687 688 689
75,000 .......... 597 999 1,101 1,132 1,148 1,185 1,189 1,192
100,000.......... 1,068 1,233 1,283 1,308 1,365 1,371 1,376
250,000 .......... 1,541 1,780 1,887 2,124 2,152 2,169
500,000.......... 1,780 2,179 2,924 3,004 3,051
750,000.......... 1,887 3,480 3,631 3,718
1,000,000 ........ 3,899 4,135 4,271
5,000,000 ........ 6,892 8,718
10,000,000 ........ 10,677

For estimated totals larger than 10,000,000, the standard error is somewhat larger than the table values. The for-
mula (1) given below should be used to calculate the standard error.

2Total count of people, housing units, households, or families in the area if the estimated total is a person, housing
unit, household, or family characteristic, respectively.

. . Y
SE(Y) = 19(Y)(1 _N) (1)

N = Size of geographic area

Y = Estimate of characteristic total

Table B. Unadjusted Standard Errors for Estimated Percentages from Census 2000
5-Percent PUMS (Standard Errors Expressed in Percentage Points)

Estimated Base (weighted total) of percentage’

percentage 1,000 1,500| 2,500| 5,000 7,500| 10,000| 25,000| 50,000 |100,000 |250,000 | 500,000
20r98 ....... 1.9 1.6 1.2 0.9 0.7 0.6 0.4 0.3 0.2 0.1 0.1
50r95 ....... 3.0 2.5 1.9 1.3 1.1 1.0 0.6 0.4 0.3 0.2 0.1
100r90 ...... 4.1 3.4 2.6 1.8 15 1.3 0.8 0.6 0.4 0.3 0.2
150r85 ...... 4.9 4.0 3.1 22 1.8 1.6 1, 0.7 0.5 0.3 0.2
200r80 ...... 5.5 4.5 35 25 2.0 17 1.1 0.8 0.6 0.3 0.2
250r75 ...... 6.0 4.9 3.8 27 22 1.9 1.2 0.8 0.6 0.4 0.3
300r70 ...... 6.3 5.2 4.0 2.8 2.3 2.0 1.3 0.9 0.6 0.4 0.3
350r65 ...... 6.6 5.4 42 2.9 2.4 2.1 1.3 0.9 0.7 0.4 0.3
50 .o 6.9 5.6 4.4 3.1 2.5 22 1.4 1.0 0.7 0.4 0.3

'For a percentage and/or base of a percentage not shown in the table, use the formula (2) given below to calculate
the standard error.

R 19 . N
SE(p) = /5 P(100 — p) @
B = Base of estimated percentage
p = Estimated percentage
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Table C. Unadjusted Standard Errors for Estimated Totals from Census 2000
1-Percent PUMS

Size of geographic area tabulated’
Estimated total’

100,000 250,000| 500,000| 750,000| 1,000,000 5,000,000 10,000,000 | 25,000,000
1,000 ............ 313 314 314 314 314 315 315 315
2500 ............ 491 495 496 497 497 497 497 497
5,000 ............ 686 696 700 701 702 703 703 703
10,000 .......... 944 975 985 988 990 994 994 995
15000 .......... 1,123 1,181 1,200 1,206 1,209 1,217 1,218 1,218
25,000 .......... 1,362 1,492 1,533 1,547 1,553 1,569 1,571 1,572
75,000 .......... 1,362 2,280 2,512 2,585 2,621 2,704 2,715 2,721
100,000.......... 2,437 2,814 2,929 2,985 3,115 3,131 3,140
250,000.......... 3,518 4,062 4,308 4,849 4,912 4,950
500,000.......... 4,062 4,975 6,675 6,857 6,965
750,000 .......... 4,308 7,944 8,287 8,487
1,000,000 ........ 8,899 9,439 9,749
5,000,000 ........ 15,732 19,900
10,000,000 ........ 24,372

For estimated totals larger than 10,000,000, the standard error is somewhat larger than the table values. The for-
mula (3) given below should be used to calculate the standard error.

2Total count of people, housing units, households, or families in the area if the estimated total is a person, housing
unit, household, or family characteristic, respectively.

. . Y
SE(Y) = 99 (Y) (1 _N) ()

N = Size of geographic area

Y = Estimate of characteristic total

Table D. Unadjusted Standard Errors for Estimated Percentages from Census 2000
1-Percent PUMS (Standard Errors Expressed in Percentage Points)

Estimated Base (weighted total) of percentage’

percentage 1,000| 1,500| 2,500| 5,000| 7,500| 10,000 | 25,000 | 50,000 100,000 [250,000 | 500,000
20r98 .......... 4.4 3.6 2.8 2.0 1.6 1.4 0.9 0.6 0.4 0.3 0.2
50r95 ...o...... 6.9 5.6 4.3 3.1 2.5 2.2 1.4 1.0 0.7 0.4 0.3
100r90 ......... 9.4 7.7 6.0 4.2 3.4 3.0 1.9 1.3 0.9 0.6 0.4
150r85 ......... 11.2 9.2 7.1 5.0 4.1 3.6 22 1.6 1.1 0.7 0.5
200r80 ......... 12.6| 103 8.0 5.6 4.6 4.0 25 1.8 1.3 0.8 0.6
250r75 ... .. 136  11.1 8.6 6.1 5.0 4.3 27 1.9 1.4 0.9 0.6
300070 ......... 14.4| 11.8 9.1 6.4 5.3 4.6 2.9 2.0 1.4 0.9 0.6
350r65 ......... 15.0| 123 9.5 6.7 55 47 3.0 2.1 15 0.9 0.7
50 i, 15.7| 12.8 9.9 7.0 5.7 5.0 3.1 2.2 1.6 1.0 0.7

'For a percentage and/or base of a percentage not shown in the table, use the formula (4) given below to calculate

the standard error.
N 99 . .
SE(P) = /g P(100—p) (4)

B = Base of estimated percentage
p = Estimated percentage
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Table E. Census 2000 PUMS Standard Error Design Factors—United States

- Design
Characteristic factor
POPULATION
A oo 1.3
S T PP 1.2
R, L 2.2
Hispanic or Latino . . .. ... o e 2.1
Marital status . .. ... e 1.1
Household type and relationship . ... ... e 1.1
Disabled and employment disability. . . ...... ... e 1.4
ANICESTY .. 1.8
Place Of DIt . .o 1.5
Citizenship status . .. ... ... 1.6
ResidenCe IN 1905 . . . 2.0
YEar Of BNEIY . . . 1.7
Language spoken at home and ability to speak English............. ... ... ... ... i 1.5
Educational attainment. . ... ... 1.2
School enroliment . . ... e 1.5
Type of residence (Urban/rural). . . ... ... 1.6
HOUSENOId type . . . oo e 1.1
FamIily Y Pe . . 2.2
Subfamily type and presence of children .. ........ ... 1.3
Grandparent status and responsibility for grandchild . ............ ... ... 1.4
Employment Status . . ... ..o 1.2
INAUSEIY oo 1.3
OCCUPALION . . .. 1.3
Class Of WOTKET . . ... 1.3
Usual hours worked per week and weeks worked in 1999. ... ... ... i 1.2
Number of workers in family in 1999. . ... ... e 1.3
Place Of WOTK . . ..o e 1.3
Means of transportation to WOrk. . . ... ... e 14
Travel time 10 WOrK . . ..o 1.3
Time leaving home 10 go 10 WOIK. . . . ... 1.3
Private VehiCle OCCUPANCY . . ... ... e 1.4
Type of INCOMeE IN 1900 . . . 1.4
Household income in 1999 . ... .o e 1.2
Family INCoOmMe iN 1090 . . .. s 1.3
Poverty status in 1999 (DPEOPIE) . . . ..o 1.5
Poverty status in 1999 (families) . ... ... . 1.2
Military service and veteran status. . . ... e 1.2
HOUSING
Age Of hOUSENOIEr . ... s 1.2
Race Of hoUSENOIET. . . . . o 1.1
Hispanic or Latino householder . . . ... ... o e e 1.1
Type of residence (Urban/rural). . . ... ... .. 0.7
UNits IN StrUCTIUNE . . . Lo 1.0
TOUIE . oot 1.1
OCCUPANCY STATUS . . . .ttt et e e 1.3
ValUE .. 1.2
L L0 T=1 T = o | 1.2
Household income in 1999 . ... . e 1.2
Year structure built ... ... ... 1.2
ROOMS, DEAIOOMS . . . .ot e e e e e e e 1.2
Kitchen facilities. . . ... ..o e 1.0
Plumbing facilities . . ... ..o e 1.1
House heating fuel . . ... ... . . e 1.1
Telephone service available . . ... ... .. 1.1
Vehicles available . ... ... 1.2
Year householder moved into UNit. . .......... . 1.2
Mortgage status and monthly mortgage costs. ........ ... ... 1.2
Mortgage status and selected monthly owner COStS. ... ... .. e 1.2
Gross rent as a percentage of household income in 1999. ... ... .. . . i 1.2
Household income in 1999 by selected monthly owner costs as a percentage of income in 1999 ......... 1.2
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Table E. Census 2000 PUMS Standard Error Design Factors—Alabama

- Design
Characteristic factor
POPULATION
A - o 1.3
S T PP 1.2
R, L 2.0
Hispanic or Latino . . .. ..o oo e 2.0
Marital status . .. ... e 1.0
Household type and relationship . ... .. e 1.1
Disabled and employment disability. . . ...... ... e 1.3
ANICESTY .. 1.8
Place Of DIt . . o 14
Citizenship status . .. ... ... 1.6
ResidenCe IN 1905 . . 1.9
YEar Of BNEIY . . . 1.7
Language spoken at home and ability to speak English............. ... ... ... ... i 1.4
Educational attainment. . ... ... . 1.2
School enroliment . . ... e 14
Type of residence (Urban/rural). . . ... ... 1.6
HOUSENOId type . . .o e 1.1
FamIly Y Pe . . o s 2.1
Subfamily type and presence of children .. ......... .. 1.3
Grandparent status and responsibility for grandchild.............. ... ... 1.4
Employment Status . . ... ..o e 1.2
INAUSEIY oo 1.3
OCCUPALION . . .. e 1.3
Class Of WOTKET . . ... 1.3
Usual hours worked per week and weeks worked in 1999. ... .. ... . i 1.2
Number of workers in family in 1999. . ... .. 1.2
Place Of WOTK . . ..o e 1.3
Means of transportation to WOrk. . ... ... . e 1.3
Travel time 10 WOrK . . ..o 1.3
Time leaving home 10 go 10 WOIK. . . . ... 1.3
Private VehiCle OCCUPANCY . . . .. ... e 1.3
Type of INCOME IN 1900 . ... 1.4
Household income in 1999 . ... o e 1.2
Family INCOmMe iN 1090 . . .. s 1.2
Poverty status in 1999 (DPEOPIE) . . . ..o 1.5
Poverty status in 1999 (families) . . ... ... 1.2
Military service and veteran status. . . ... .. e 1.1
HOUSING
Age Of hoUSENOIAET. . . .. 1.2
Race of hoUSENOIET. . . .. o 1.1
Hispanic or Latino householder . . . ... ... . e 1.1
Type of residence (Urban/rural). . . ... ... .. 0.8
Units In StrUCTIUNE . . . oo 1.1
TOUIE oot e e 1.1
OCCUPANCY STATUS . . . . ettt e e e 1.4
ValUE ..o 1.2
L L0 T=1 T = o | 1.2
Household income in 1999 . ... . e 1.2
Year structure built ... ... ... 1.2
ROOMS, DEAIOOMS . . . .ttt et e e e e e e 1.2
Kitchen facilities. . . . ... e 1.0
Plumbing facCilities . . ... ..o s 1.1
House heating fuel . . ... . . e 1.1
Telephone service available . . ... ... ... 1.1
Vehicles available . ... ... 1.2
Year householder moved into UNit . ........... . 1.2
Mortgage status and monthly mortgage costs. ........ ... ... 1.2
Mortgage status and selected monthly owner CoSts. . .. ... .. i 1.2
Gross rent as a percentage of household income in 1999 . ... .. ... . . i 1.2
Household income in 1999 by selected monthly owner costs as a percentage of income in 1999 ......... 1.2
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Table E. Census 2000 PUMS Standard Error Design Factors—Alaska

- Design
Characteristic factor
POPULATION
A - o 1.2
S T P 1.2
RaCE 1.9
Hispanic or Latino. ... ... o e 1.9
Marital status . .. ... e 1.0
Household type and relationship .. ... ... e 1.1
Disabled and employment disability ........ ... .. .. e 1.3
AN S Y oo 1.7
Place Of DIMth . .o 14
Citizenship status . .. ... ... 1.5
ResidenCe IN 1905 . . 1.9
YEar Of BNEIY .. 1.5
Language spoken at home and ability to speak English ............ ... ... ... ... .. L 1.3
Educational attainment . ...... ... . . 1.2
School enroliment . ... e 1.3
Type of residence (Urban/rural) . ... ... ... ... 1.6
HOUSENOIA type . . . oo 1.1
Family tY P . s 2.0
Subfamily type and presence of children . ....... .. .. 1.2
Grandparent status and responsibility for grandchild ............ .. ... ... 1.3
Employment Status . ... ... o e 1.1
MUY oo 1.3
OCCUPALION . .. 1.2
Class Of WOTKET . . ... 1.3
Usual hours worked per week and weeks worked in 1999 . ... ... . . . i 1.1
Number of workers in family in 1999 . ... ... 1.2
Place Of WOTK ... e 1.2
Means of transportation to WOrk .. ... ... . e 1.3
Travel time 10 WOrK ... 1.3
Time leaving home 10 go 10 WOIK ... ... 1.2
Private vehiCle OCCUPANCY . ... ... ... e 1.3
Type of INCOMeE IN 1909 . .. 1.3
Household income in 1999 . ... . e 1.2
Family INCoOmMe iN 1090 . .. s 1.2
Poverty status in 1999 (DPEOPIE) ... ... 1.4
Poverty status in 1999 (families) . . ... ... 1.2
Military service and veteran status . ...... ... 1.1
HOUSING
Age Of hoUSENOIAEr . ... 1.2
Race Of hoUSENOIAEr . .. e 1.1
Hispanic or Latino householder . . . ... ... e e 1.1
Type of residence (Urban/rural) ... .. ... ... 0.7
UNits In StrUCIUNE ..o 1.0
TONUIE oot 1.1
OCCUPANCY STATUS . . . .ttt e e 1.2
ValUE .. 1.1
L L0 =1 = o | 1.2
Household income in 1999 . ... .. e 1.2
Year structure built ... ... ... 1.2
ROOMS, DEAIOOMS ...t e e e e e 1.2
Kitchen facilities . ... ... e 1.0
Plumbing facilities . ... ... 1.1
House heating fuel . . ... . . e 1.1
Telephone service available . . ... ... 1.1
Vehicles available . ... ... 1.2
Year householder moved into UNit . .......... .. 1.2
Mortgage status and monthly mortgage costs ......... ... ... . 1.1
Mortgage status and selected monthly owner Costs . ........ ... e 1.2
Gross rent as a percentage of household income in 1999 ... ... ... . . i 1.2
Household income in 1999 by selected monthly owner costs as a percentage of income in 1999 ......... 1.2
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Table E. Census 2000 PUMS Standard Error Design Factors—Arizona

- Design
Characteristic factor
POPULATION
o = 1.3
S T PP 1.3
R, L 2.3
Hispanic or Latino . . .. ..o oo e 2.2
Marital status . .. ... e 1.1
Household type and relationship . ... .. e 1.2
Disabled and employment disability. . . ...... ... e 1.4
ANICESTY .. 1.9
Place Of DIt . . o 15
Citizenship status . .. ... ... 1.7
ResidenCe IN 1905 . . 2.0
YEar Of BNEIY . . . 1.8
Language spoken at home and ability to speak English............. ... ... ... ... i 1.6
Educational attainment. . ... ... . 1.3
School enroliment . . ... e 1.5
Type of residence (Urban/rural). . . ... ... 1.6
HOUSENOId type . . .o e 1.2
FamIly Y Pe . . o s 2.3
Subfamily type and presence of children .. ......... .. 1.3
Grandparent status and responsibility for grandchild.............. ... ... 1.5
Employment Status . . ... ..o e 1.2
INAUSEIY oo 14
OCCUPALION . . .. e 1.3
Class Of WOTKET . . ... 14
Usual hours worked per week and weeks worked in 1999. ... .. ... . i 1.2
Number of workers in family in 1999. . ... .. 1.3
Place Of WOTK . . ..o e 1.4
Means of transportation to WOrk. . ... ... . e 14
Travel time 10 WOrK . . ..o 1.4
Time leaving home 10 go 10 WOIK. . . . ... 1.3
Private VehiCle OCCUPANCY . . . .. ... e 1.4
Type of INCOME IN 1900 . ... 1.4
Household income in 1999 . ... o e 1.3
Family INCOmMe iN 1090 . . .. s 1.3
Poverty status in 1999 (DPEOPIE) . . . ..o 1.6
Poverty status in 1999 (families) . . ... ... 1.3
Military service and veteran status. . . ... .. e 1.2
HOUSING
Age Of hOUSENOITEY. . . ... 1.3
Race of hoUSENOIET. . . .. o 1.2
Hispanic or Latino householder . . . ... ... . e 1.2
Type of residence (Urban/rural). . . ... ... .. 0.7
Units In StrUCTIUNE . . . oo 1.0
TOUIE oot e e 1.1
OCCUPANCY STATUS . . . . ettt e e e 1.3
ValUE ..o 1.2
L L0 T=1 T = o | 1.3
Household income in 1999 . ... . e 1.2
Year structure built ... ... ... 1.2
ROOMS, DEAIOOMS . . . .ttt et e e e e e e 1.2
Kitchen facilities. . . . ... e 1.0
Plumbing facCilities . . ... ..o s 1.1
House heating fuel . . ... . . e 1.1
Telephone service available . . ... ... ... 1.1
Vehicles available . ... ... 1.2
Year householder moved into UNit . ........... . 1.2
Mortgage status and monthly mortgage costs. ........ ... ... 1.2
Mortgage status and selected monthly owner CoSts. . .. ... .. i 1.2
Gross rent as a percentage of household income in 1999 . ... .. ... . . i 1.3
Household income in 1999 by selected monthly owner costs as a percentage of income in 1999 ......... 1.2
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Table E. Census 2000 PUMS Standard Error Design Factors—Arkansas

- Design
Characteristic factor
POPULATION
o = 1.3
S T PP 1.2
R, L 2.0
Hispanic or Latino . . .. ..o oo e 2.0
Marital status . .. ... e 1.0
Household type and relationship . ... .. e 1.1
Disabled and employment disability. . . ...... ... e 1.3
ANICESTY .. 1.8
Place Of DIt . . o 14
Citizenship status . .. ... ... 1.6
ResidenCe IN 1905 . . 1.9
YEar Of BNEIY . . . 1.7
Language spoken at home and ability to speak English............. ... ... ... ... i 1.4
Educational attainment. . ... ... . 1.2
School enroliment . . ... e 14
Type of residence (Urban/rural). . . ... ... 1.6
HOUSENOId type . . .o e 1.1
FamIly Y Pe . . o s 2.1
Subfamily type and presence of children .. ......... .. 1.3
Grandparent status and responsibility for grandchild.............. ... ... 1.4
Employment Status . . ... ..o e 1.2
INAUSEIY oo 1.3
OCCUPALION . . .. e 1.2
Class Of WOTKET . . ... 1.3
Usual hours worked per week and weeks worked in 1999. ... .. ... . i 1.2
Number of workers in family in 1999. . ... .. 1.2
Place Of WOTK . . ..o e 1.3
Means of 